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Diffusion NMR Spectroscopy: Folding and
Aggregation of Domains in p53
Alexander Dehner and Horst Kessler*[a]

Introduction

An understanding of protein function does not end with the
identification of the proteins’ folds or structures but leads on
to an intriguing challenge in modern biology: How do cells
respond to, and distinguish between, different stimuli? How
does a network of signaling pathways from the membrane to
the nucleus transmit environmental changes into a transcrip-
tional response? In fact, protein–protein networks are probably
amongst the most ubiquitous types of interactions in biologi-
cal systems and play a key role in all cellular processes. The de-
terminination of the interaction network of whole organisms
has therefore become a major goal of functional genomics ef-
forts. In recent years, hundreds of potentially interacting pro-
teins and their complexes in yeast and other organisms have
been identified.[1–8]

In this context, NMR spectroscopy particularly shows its full
versatility, as it is not solely a tool for structure determination
but can also be applied in a broader manner, thereby combin-
ing in a unique fashion the three-dimensional structure, its
flexibility, and the identification and characterization of molec-
ular interactions, as well as induced conformational changes.
The ability to identify weak intermolecular interactions and
structurally characterize them is a unique feature of NMR spec-
troscopy. Besides chemical shift changes of the target protein
induced by ligand binding, there are also other NMR parame-
ters that are commonly exploited in the investigation of pro-
tein–ligand binding. When a ligand is bound to a protein, the
ligand behaves like the large protein in its dynamic properties :
it tumbles more slowly. As a consequence the properties of
the protein are transferred to the ligand, thereby resulting in
faster relaxation, large and negative NOEs, and slower diffu-
sion.

In the last decade, pulsed-field gradient NMR spectroscopy
has become a convenient method for measuring diffusion in
solution.[9,10] As the diffusion coefficient of a certain molecule
under given conditions is a function of its effective molecular

weight, size, and shape, it is evident that diffusion can be used
to study intermolecular interactions or aggregation events.
Nevertheless, the application of diffusion NMR spectroscopy as
a tool for studying molecular interactions only started in the
last few years. Gradient NMR spectroscopy is a powerful tool
not only for studying diffusion and aggregation; it also pro-
vides structure information about cavities in cells or zeoliths in
the range of 0.1–100 mm when the diffusion is restricted on
the NMR timescale.[11,12] Thus, diffusion can be added to the
standard NMR parameters of chemical shift and relaxation
times.

In the following review, we give a short theoretical introduc-
tion to pulsed-field gradient diffusion NMR spectroscopy, in-
cluding hydrodynamic calculations that yield “theoretical”
values for experimentally determined diffusion coefficients. Fi-
nally, we apply these methods in the determination of the hy-
drodynamic properties of peptides and proteins.

Studying Diffusion by Pulsed-Field Gradient
Spin Echoes

There are two ways in which NMR spectroscopy may be used
to study self-diffusion: the analysis of relaxation data[13,14] and
pulsed-field gradient NMR techniques.[9,10] However, the two
methods report motions on rather different timescales. The re-
laxation method is sensitive to rotational diffusion, which is on
the picosecond to nanosecond timescale, according to molec-
ular reorientational motions, whereas the pulsed-field gradient
echoes measure translational diffusion on the millisecond to
second timescale.
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Protein interactions and aggregation phenomena are probably
amongst the most ubiquitous types of interactions in biological
systems; they play a key role in many cellular processes. The abil-
ity to identify weak intermolecular interactions is a unique fea-
ture of NMR spectroscopy. In recent years, pulsed-field gradient
NMR spectroscopy has become a convenient method to study
molecular diffusion in solution. Since the diffusion coefficient of a
certain molecule under given conditions correlates with its effec-
tive molecular weight, size, and shape, it is evident that diffusion

can be used to map intermolecular interactions or aggregation
events. Complex models can be derived from comparison of ex-
perimental diffusion data with those predicted by hydrodynamic
simulations. In this review, we will give an introduction to pulsed-
field gradient NMR spectroscopy and the hydrodynamic proper-
ties of proteins and peptides. Furthermore, we show examples for
applying these techniques to a helical peptide and its hydropho-
bic oligomerization, as well as to the dimerization behavior and
folding of p53.
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In pulsed-field gradient methods, molecular motion is mea-
sured by the attenuation of a spin-echo signal due to the de-
phasing of coherent magnetization, which results from a com-
bination of translational motion of spins (including diffusion,
convection, or any other flux) and spatially well-defined gradi-
ent pulses.

The basis for diffusion measurements is that magnetic field
gradients can be used to label the spatial position of nuclear
spins through their Larmor frequency, w0, as defined by Equa-
tion (1) and given in radians per second, with the gyromagnet-
ic ratio, g, given in radT�1 s�1 or HzG�1. B0 is the strength of
the static magnetic field and, since B0 is spatially homogene-
ous throughout the sample, w0 is the same over the whole
sample.

w0 ¼ g � B0 ð1Þ

If, in addition to B0, there is a spatially dependent magnetic
field, G, given in Tm�1, the effective w also becomes spatially
dependent, as shown by Equation (2), where p accounts for
the possibility of more than a single quantum coherence (p=
1) and r is the coordinate vector. G is defined by the gradient
of the magnetic field component parallel to B0, according to
Equation (3), where i, j, and k are the unit vectors in the x, y,
and z directions, respectively, of the laboratory frame of refer-
ence.

weffðp,rÞ ¼ pðw0þgðG � rÞÞ ð2Þ

G ¼ rB0 ¼
@Bz
@x

iþ @Bz
@y

jþ @Bz
@z

k ð3Þ

If a linear gradient of known magnitude is applied over a
defined time period, the Larmor frequency yields an additional
phase shift that is dependent on the spatial position of the
spin, the direction of the gradient, and the duration and
strength of the gradient. In imaging systems, which can pro-
duce equally strong magnetic field gradients along the x, y,
and z directions [Eq. (3)] , it is possible to measure diffusion
along any of these directions.[15–17] Moreover, in principle, it is
also possible to apply B1 radiofrequency gradients instead of
magnetic B0 gradients, and the theoretical aspects of this pro-
cess are analogous.[18–20] In the case of a single magnetic gradi-
ent oriented along the z axis parallel to B0, the magnitude of G
is only a function of the position in this direction. Furthermore,
from Equation (2) it follows that, the higher quantum transi-
tions are, the more sensitive are the effects of gradients,
whereas zero quantum transitions are essentially unaffected by
the presence of gradients.

For a single quantum coherence, the cumulative phase shift
for a single spin is given by Equation (4). The first term corre-
sponds to the acquired phase shift due to the static B0 field
and the second term belongs to the effect of an applied gradi-
ent with duration t. Thus, the degree of additional dephasing
of magnetization due to the gradient is proportional to the gy-
romagnetic ratio, g, the strength of the gradient, G, the dura-
tion of the gradient, t, and the displacement of the spin during
the time t in the direction of the gradient, z.

�ðtÞ ¼ gB0t|ffl{zffl}
static field

þ g

Zt
0

Gðt0Þ � zðt0Þdt0

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
applied gradient

ð4Þ

t’ is the first deviation of the gradient duration. The strength of
the gradient G may or may not be a function of time: Rectan-
gular gradient pulses are basically constant (see the Pre-em-
phasis section below); however, under certain circumstances it
might be more convenient to apply, for example, sine-shaped
gradient pulses, with an obviously time-dependent shape (see
the Shaped Gradients section below).

In order to measure translational spin motion, the traditional
Hahn spin-echo pulse sequence[21,22] has to be modified:[23–25]
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two equal gradient pulses of duration d are inserted into each
delay period (Figure 1, top). This pulse sequence is then called
the “Stejskal–Tanner sequence” or “pulsed-field gradient spin-
echo (PFG-SE) sequence”. In contrast to the steady gradient ex-
periment developed by Hahn, the application of field gradient
pulses has a number of substantial advantages:[24] The use of

steady gradients during data acquisition yields spectra with
considerable line broadening. This can be avoided by using
the Stejskal–Tanner sequence and therefore it is possible to
measure diffusion coefficients of more than one molecular spe-
cies simultaneously. Secondly, PFG experiments allow the use
of stronger gradients and thus one can measure smaller diffu-
sion coefficients (down to 10–17 m2s�1). Furthermore, due to
the use of pulses, the time in which the measured diffusion
takes place is well defined, thereby allowing the effects of dif-
fusion and spin–spin relaxation to be separated. In Figure 1,
the Stejskal–Tanner sequence is shown and its effect on the
diffusion and flow of the spins is illustrated schematically. A

908 rf pulse is applied which rotates the macroscopic magneti-
zation from its thermal equilibrium in the z axis to the x–y
plane. The first gradient pulse of duration d and magnitude G
is applied and the spins experience a phase shift, according to
Equation (4). An additional advantage of PFG spin-echo se-
quences compared to steady gradient-echo pulse sequences is

that chemical shifts and frequency dispersions due
to residual B0 inhomogeneities are refocused by
the 1808 pulse in the middle. The second gradient
is equal in magnitude and duration to the first
one. Due to the inversion of the phase shifts ac-
quired from the first gradient by the 1808 pulse,
this second gradient will refocus the magnetiza-
tion of all the spins dephased by the first gradient,
if the spins have not undergone any translational
motion with respect to the z axis. However, if the
spins have moved during the time period, D, be-
tween the two gradient pulses refocusing is in-
complete, with the degree of remaining dephas-
ing proportional to the average molecular dis-
placement in the direction of the gradients. Thus,
in the presence of diffusion, the winding by the
first gradient to a “magnetization helix” and the
unwinding by the second gradient is scrambled
by the diffusion process, thereby resulting in a re-
duction of coherent magnetization and therefore
in a loss of signal intensity. The faster the diffusion
occurs, the poorer is the refocusing effect of the
second gradient and the smaller is the resulting
signal. In the absence of any background gradient,
diffusion processes before and after the diffusion
delay, D, do not affect the signal attenuation. As il-
lustrated in Figure 1, the presence of laminar flow
with a constant velocity along the direction of the
gradients will yield the same net phase shift for all
the spins. If both diffusion and flow are present,
the whole diffusion-induced phase shift will re-
ceive an additional net phase shift. This flow-in-
duced net phase shift can be compensated for
(see the Temperature Gradients and Convection
section below),[26,27] by applying the sequence
twice with inverted gradient sets.

In addition to the signal attenuation due to dif-
fusion and flow, relaxation processes during 2t
have to be considered. As attenuations due to re-

laxation and due to diffusion (and flow) are independent, one
obtains Equation (5), where S is the signal intensity, T2 is the
transversal relaxation time and f(d,G,D,D) represents a function
for the attenuation due to diffusion. Hence, if t is kept con-
stant during all the experiments, the relaxation-induced signal
attenuation is constant and can be separated from diffusion-
induced attenuation.

Sð2tÞ ¼ Sð0Þ � exp

�
� 2 t
T2

�
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

attenuation
due to relaxation

� f ðd,G,D,DÞ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
attenuation

due to diffusion

ð5Þ

Figure 1. Schematic representation of the Stejskal and Tanner pulse sequence and its
effect on the spins due to random diffusion (second row) and unidirectional flow (third
row). As only coherent magnetization is observable, random diffusion leads to a loss in
signal intensity. In each delay, t, a gradient pulse of duration d and magnitude G is in-
serted. The separation between the gradient pulses is denoted by D. Only the precession
due to gradients is considered in the rotating reference frame rotating at w0.
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For unrestricted diffusion it is possible to derive the relation-
ship between diffusion and the observed signal attenuation,
f(d,G,D,D), analytically by using Bloch equations including the
effect of diffusion.[28,29] A step-wise time-dependent integration
of the Bloch equations for the given pulse sequence yields
Equation (6). The resulting exponential signal decay due to dif-
fusion, E, is not a function of the starting point of the first
gradient pulse, and therefore the placement of the gradient
pulses within the sequence is of no consequence and they do
not have to be placed symmetrically around the 1808 rf pulse.

ln ðEÞ ¼ �g2G2d2D ðD�d=3Þ ¼ ln ðf ðd,G,D,DÞÞ ð6Þ

Besides the gyromagnetic ratio, g, Equation (6) provides three
experimental parameters that can be varied during a diffusion
measurement: The gradient strength, G, the gradient duration,
d, and the time, D, between dephasing and refocusing of mag-
netization. An increase in one of these parameters will lead to
increased signal attenuation. The term (D�d/3) is called the
diffusion time, where d/3 accounts for the finite gradient dura-
tion. If the Bloch equations are supplemented with an addi-
tional term representing unidirectional flow with a constant
velocity v, one gets the signal attenuation due to diffusion and
flow, as defined by Equation (7).

ln ðEÞ ¼ �g2G2d2D ðD�d=3Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
attenuation

due to diffusion

þ igdGD � v|fflfflfflfflfflffl{zfflfflfflfflfflffl}
net phase shift

due to flow

ð7Þ

While the diffusion results in a loss of echo intensity with an
increase in parameters G, D, or d, the flow induces only a
phase shift, which is equal for all spins in the sample as long
as v is constant and equal for all spins.

The stimulated-echo (STE) sequence

Spin-echo pulse sequences were first studied by Hahn.[21] The
effects of diffusion on the stimulated echo (STE) have been
studied by using both steady gradients[30] and pulsed-field gra-
dients.[31,32] In Figure 2 the pulse sequence of a standard PFG-
STE diffusion experiment is shown. The signal intensity for rec-

tangular gradient pulses, including the effects of relaxation, is
given by Equation (8).

Sð2t1þt2Þ ¼
Sð0Þ
2

� exp

	
�
�

2t1

T2

�
�
�
t2

T1

�

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

relaxation attenuation

� exp

	
�g2G2d2D ðD�d=3Þ



|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Stejskal�Tanner factor

ð8Þ

From Equation (8), it is obvious that the signal amplitude of
the PFG-STE experiment is reduced by a factor of two com-
pared to the PFG-SE experiment (Stejskal–Tanner experiment).
This is a result of the second 908x pulse, which stores the mag-
netization by rotating only the y components onto the 	z
axis, while the remaining x components are eliminated by
phase cycling or spoil gradients (GS). However, the PFG-STE
sequence has one major advantage over to the PFG-SE se-
quence. For most of the time D, the magnetization is aligned
along the z axis (t2 period) and therefore subjected only to
longitudinal T1 relaxation. Since for most macromolecules T1@

T2, the STE sequence is generally preferred over the SE se-
quence. The ratio of the signal obtained from the stimulated
echo sequence compared to that obtained from the Stejskal–
Tanner sequence can be calculated by using Equations (5) and
(8). With the assumption that 2t=T1 in the case of the Stej-
skal–Tanner sequence and 2t1+t2=T1 in the case of the STE
sequence, the signal amplitude ratio S(STE)/S(SE) is plotted
against the ratio T1/T2 in logarithmic scale for three cases: t1=

t2/2, t1=t2/4, and t1=t2/8 (Figure 3). For small molecules, T1

T2 and the stimulated-echo sequence yields half the intensity
of the spin-echo sequence. However, if typical values for mac-
romolecules are assumed with T1/T2
10, the enhancement
factor for the STE sequence is more than 200 and thus easily
compensates for the initial 50% loss.

Moreover, large gains in sensitivity and resolution can be
made through the use of pulse sequences which generate
either homonuclear or heteronuclear multiple quantum transi-
tions. Figure 4 shows as an example a multiple quantum STE
pulse sequence. It is the effective sum of the gyromagnetic
ratios, g, of all nuclei involved in the coherence, which is rele-
vant for the attenuation. Hence, the effect of gradients is
scaled by p2, where p is the coherence order; therefore, homo-
nuclear double quantum coherence is four times as sensitive
to the effects of field gradients as single quantum coher-
ence.[33] Thus, the attenuation of multiple quantum coherence
requires a smaller gradient strength, or smaller diffusion coeffi-
cients and differences in diffusion can be distinguished.[34,35]

However, in the case of homonuclear coupled spin systems it
is important to consider the delays in the pulse sequence with
respect to the coupling constant J, in order to obtain a good
signal-to-noise ratio. As the in-phase coupling term evolves
with a cosine modulation, echo maxima of coupled spin pairs
occur when t=n/J, where n is an integer, and minima occur
when t=n/(2J). Therefore, in the case of the STE sequence
one should keep t1!1/(2J) with respect to the largest occur-
ring coupling.

Figure 2. The stimulated-echo (STE) pulse sequence with pulsed-field gra-
dients. During the t2 period, magnetization is stored along the z axis and
therefore subjected only to longitudinal T1 relaxation. GS indicates a spoil
gradient.
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Eddy-current reduction

Rapid changes in gradient pulses can generate eddy currents
in surrounding conducting materials. The induced eddy cur-
rents and their associated magnetic field interfere with the
main magnetic field. They are proportional to the strength of
the gradient and are especially caused by rapidly rising and
falling gradient pulses, such as rectangular pulse shapes. Their
main effect is the delaying of fast changes in gradient ampli-
tude, thereby causing, for example, a “tail” at the end of rec-
tangular gradient shapes (Figure 5). If the eddy-current tail
from the first gradient pulse in the Stejskal–Tanner sequence
extends into the second t period, then the total field gradients
during the two t periods are not equal. Thus, even if a spin
has not undergone any motion, there will be a residual phase

shift, which will result in phase changes and wiggles in the
observed spectra.
Shielded gradient coils : There are several methods of han-

dling eddy-current effects. The most effective solution is to use
shielded gradient coils. The commonly used geometries for
gradients along the z axis are so-called Maxwell pairs of coils
which contain one set of windings at either end of the coil in
opposite handedness.[36–38] The shielding of this primary gradi-
ent coil is achieved by placing a second pair of shielding gradi-
ent coils outside the primary one. Therefore, the field outside
of the main gradient coil is cancelled, whereas the gradient
generated within the sample volume would be largely unaf-
fected by the presence of the shielding coils.[39–41] Typically a
reduction of eddy currents to <1% can be achieved by using
shielded gradient coils.[42]

Pre-emphasis : The conceptual idea of pre-emphasis is illus-
trated in Figure 5. Owing to the generation of eddy currents,
input of the ideal waveform into the gradient coil will not pro-
duce an identical gradient shape but will result in a distorted
waveform. Thus, the input waveform has to be shaped to
counteract the eddy-current effects: overdriving the currents
at the leading and tailing edges of the gradient pulses will
self-compensate for induced eddy-current fields, as the sign of
generated eddy fields is opposite to the currents which induce
them. This method is called pre-emphasis and is performed
by adding small corrections to the desired waveform
(Figure 5).[43–45] However, due to the overdriving of currents at
the leading and tailing edges of a gradient pulse, this method
puts another limitation on the maximum effective gradient
strength that can possibly be used. In addition, since the spa-
tial distribution of fields produced by eddy currents is rather
different from those generated by the gradient coils, there

Figure 4. Multiple quantum PFG sequence based on the stimulated-echo ex-
periment. Te is the eddy-current delay and the phase cycling can be found
elsewhere.[33] Relevant for the attenuation is the effective sum of gyromag-
netic ratios of the nuclei involved in the coherence, and therefore a multiple
quantum PFG experiment is more sensitive to the effects of gradients than a
single quantum PFG experiment.

Figure 5. Illustration of the pre-emphasis method. Induced eddy currents in
the surrounding material counteract the applied gradient (top). Overdriving
the leading and tailing edges of the gradient shape yields the desired shape
(bottom).

Figure 3. Logarithmic signal ratio of the stimulated-echo (STE) sequence and
the Stejskal–Tanner (SE) sequence versus the T1/T2 ratio for three cases as in-
dicated. Calculations were performed with the assumption that 2t=T1 for
the SE sequence and 2t1+t2=T1 for the STE sequence. For short T2 relaxa-
tion times in macromolecules, that is, a larger T1/T2 ratio, the STE sequence
benefits from the t2 storage period in which the magnetization is only sub-
ject to longitudinal T1 relaxation.
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is no perfect compensation; however, in combination with
shielded gradients, this method further improves the perfor-
mance.
Longitudinal eddy-current delay (LED) sequence : The major

modification in the LED pulse sequence is an additional delay
at the end of the pulse sequence,[46] called Te, which stores the
magnetization in the longitudinal direction, while the eddy
currents of the second recovery gradient decay (Figure 4).
After the period Te, the magnetization is recalled by a 908
pulse and acquired. However, the LED sequence does not cope
with the eddy-current tails of the first gradient. This can be
helped by adding a train of three gradient prepulses prior to
the actual pulse sequence to yield a train of five equally
spaced (D) gradient pulses.[47–49] This ensures that the induced
magnetic fields, resulting from previous gradients, are equal
after the first and third 908 pulse; however, this method also
introduces additional heat, which might yield convection arti-
facts.
Bipolar pulse-pair (BPP) gradients : One of the best solutions

to diminish eddy-current effects is the use of self-compensat-
ing, bipolar gradient pulses. In this method, the gradient pulse
d is replaced by the composite bipolar gradient combination
(G)1808(�G), where G has a duration of d/2.[50] In Figure 6 the

LED sequence is shown with bipolar gradients to encode and
decode the magnetization. The two gradient pulses within
each bipolar pulse pair are of opposite sign, and the 1808
pulse between them inverts the induced phase shifts from the
first gradient pulse within the pulse sandwich, such that, taken
as a whole, the effective gradient is equivalent to a single gra-
dient pulse of duration d. While the dephasing effects of both
gradient pulses add up, the eddy currents induced by the posi-
tive polarity of the first gradient pulse are cancelled by the
equivalent negative polarity of the second gradient pulse. Fur-
thermore, the 1808 rf pulse prevents an encoding of chemical
shifts during the t1 period of the STE experiment, which would
otherwise reduce the amplitude of the STE signal.[51,52] Original-
ly, gradient pulse sequences with alternating polarity were in-
troduced[53] into PFG NMR spectroscopy in order to take ad-
vantage of the refocusing of static magnetic gradients and the
effects of background gradients.[54] A potential disadvantage of
the BPP-STE or BPP-LED experiment is that the amount of time
to complete the composite gradient pulse pair slightly exceeds
the time required for a single gradient pulse; thus, when T2 re-

laxation times are very short in macromolecular systems, the
extra amount of time in transverse magnetization may lead to
a loss of signal.[55]

Shaped gradients : The severity of eddy currents is propor-
tional to dG/dt, the rise and fall times of the gradient pulses.
Hence reducing eddy currents is possible by slowing down
these rise and fall times by using shaped pulses instead of rec-
tangular pulses;[24] those commonly used are sine- or triangu-
lar-shaped gradient pulses. The precise shape of the gradient
is unimportant for the determination of the diffusion coeffi-
cient, as long as the product of gradient strength and gradient
duration (that is, the integral running over the gradient’s
shape) is equal to that of the ideal rectangular pulse.[56] A de-
tailed discussion and derivation can be found elsewhere.[9,56]

However, the ratio of Gd between a rectangular and a sine-
shaped gradient is 2/p, and for a squared-sine shape this ratio
is 0.5. Thus, compared to a rectangular gradient pulse of dura-
tion d, a sine-shaped gradient pulse applies an effective gradi-
ent Gdsine that is reduced by a factor of 2/p, and the effective
gradient of a squared-sine shape is reduced by 0.5. This has to
be taken into account when the data of a diffusion experiment
are analyzed, for example, in a nonlinear least squares regres-
sion of the exponential signal decay against the gradient
strength.

Temperature gradients and convection

Convection currents are induced in nonviscous samples by
temperature gradients. These temperature gradients can easily
occur along the z axis, since temperature regulation in NMR
probes is normally performed by flowing heated or cooled ni-
trogen gas through the base of the probe. With the assump-
tion that the induced convective compensation currents are
planar along the z axis, the convection will transport equal
amounts of sample in opposite directions along the tempera-
ture gradient. As already outlined above (Figure 1), unidirec-
tional flow will cause a net phase shift which is equal for all
the spins in the sample; however, convection is, considering
the z axis only, a bidirectional flow with a distribution of veloci-
ties. Therefore, convection causes a corresponding damping
factor, which results from a vector addition of positive and
negative phase changes that interfere with the attenuation
due to diffusion and thus increase the apparent diffusion co-
efficient. In addition, a nonexponential signal decay can be
observed:[57] for longer D diffusion times, one can observe an
increasing oscillation of the signal amplitude. Actually, the
measured diffusion coefficient should be independent from
the chosen diffusion time and, therefore, this oscillation is a
sensitive detector for the existence of convection artifacts.
The double-stimulated spin-echo experiment : As already out-

lined, these convection artifacts can be compensated for by
“applying the sequence twice” with inverted gradient sets. This
method relies on gradient moment nulling and means that a
second gradient set of opposite effective polarity is applied
during the sequence, thereby inducing an opposite handed-
ness of the “magnetic helix”. Therefore, an opposite net phase
shift compared to that of the first gradient is achieved and

Figure 6. Pulse sequence of the BPP-LED experiment. The self-compensating
effect of the bipolar gradient pulse sandwiches largely cancels the genera-
tion of eddy currents.
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cancels acquired phase shifts, thereby leaving the diffusion
process only. The mathematical requirement is that the first
moment of effective gradients G* over the entire pulse se-
quence is zero, with p being the coherence order [Eq. (9)] .[58]

Zt
0

G*z ðt0Þdt0 ¼ 0 ð9Þ

where G*z ¼ p � Gz

Figure 7 illustrates the most simple velocity-compensated
gradient sequence, where during the first half (2d) the magnet-
ic winding is of opposite handedness to that in the second
half and the overall first moment over all gradients is zero. The

flow-compensated double stimulated-echo sequence as pro-
posed by Jerschow and MMller[26] is shown in Figure 8, with bi-
polar gradients and an eddy-current delay at the end of the se-
quence, which also allows both coherence-transfer pathways
of opposite signs during the precession period to be convert-
ed into observable magnetization. The first moment of the ef-
fective gradient over the whole sequence is zero and the wind-
ing during each diffusion period D/2 is of opposite handed-
ness and therefore refocuses all constant velocity effects. A
proper coherence pathway selection, as indicated in Figure 8,

is essential, because the effective gradient is proportional to
the coherence order [Eq. (9)] . The gradients in the center of
the double stimulated-echo experiment might be merged to-
gether; however, due to different rise and fall times, discrete
identical gradients, such as those during t1, yield better refo-
cusing. Since chemical shifts are refocused separately in each
precession period by 1808 pulses, the delays ta and tb need
not be equal.

Effects of chemical exchange

Chemical exchange processes are defined by their rate relative
to the NMR timescale. They can be grouped into slow ex-
change, which is defined by a situation where characteristic in-
dividual sites can be observed in the spectra by individual sig-
nals, and fast exchange, which yields a time-averaged spectrum
over the different sites. The path from slow exchange to fast
exchange consists of line broadening, coalescence, and mo-
tional narrowing as the mean lifetimes for the occupation of
different sites decrease. These exchange rates, that is, the in-
verse lifetimes, can be manipulated by changes in temperature
or concentration of participating species for intermolecular in-
teractions.[59,60] Diffusion NMR spectroscopy is able to observe
chemical exchange between species with different hydrody-
namic properties, for example, a small ligand binding to a
larger protein. Under favorable conditions it is possible to
obtain a diffusion spectrum with two individual peaks within
the slow-exchange limit and similarly a diffusion spectrum with
a single peak within the fast-exchange limit. This can be con-
trolled by a variation of the storage time, t2, in STE-type diffu-
sion experiments without changing the physical properties of
the sample.[52,61] Figure 9 illustrates the effect of different t2

storage times on the stimulated echo amplitude for a two-site

Figure 7. Simple gradient spin-echo pulse sequence with a zero first mo-
ment of the gradients. The handedness of magnetic winding is indicated
above the sequence. Zero first moment gradient sequences are used to
refocus net phase shifts induced by flow.

Figure 8. Double stimulated spin-echo experiment with bipolar gradient
pulses and an eddy-current delay, Te, at the end of the sequence. ta and tb

are gradient recovery delays. The selected coherence transfer pathways, p(t),
are given beneath the sequence. Bidirectional flow yields an additional at-
tenuation of the signal amplitude. However, the whole sequence has a zero
first moment of gradients and thus compensates for (bidirectional) flow-in-
duced signal attenuations.

Figure 9. Effects of the logarithmic echo amplitude ln(M) versus the “gradi-
ent effect”, q2t2, for a two-site exchange. In performing these simulations it
is assumed that DA=2.0, DB=0.1, kA=10, kB=66.6, MA0=0.4, and MB0=0.6.
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exchange. A logarithmic plot of the signal decay ln(M) versus
q2t2 is shown, where q is the “gradient effect”, defined by q=
gGd. The slow-exchange limit is represented in the upper
curves for small values of t2. The dominating effect of these
curves is basically the summation of two exponentials and
thus the slope is associated with both diffusion coefficients, DA

for the free ligand and DB for the protein-bound ligand. Within
the limit of large q2t2 values (for example, a strong gradient
strength), Dslow dominates, which corresponds to DB, whereas
the initial slope for small values of q2t2 (for example, a weak
gradient strength) yields the fast-exchange limit which corre-
sponds to a population-averaged diffusion constant Dav=

pADA+pBDB, where p is the population. Therefore, it is also pos-
sible to extrapolate the populations A (free ligand) and B (pro-
tein-bound ligand) in a two-site exchange, because the in-
tercept at q2t2=0 of the line with slope Dav is taken to be
ln(MA+MB), while the intercept of the slow-exchange line ex-
trapolated from large q2t2 values is equal to ln(MB). The curve
with the steepest slope, actually a straight line with slope Dav,
represents the fast-exchange limit, which can be obtained by
setting the storage period t2 to be so long that the mean
number of times that a spin changes sites is higher than 10.
The application of this theory for the analysis of protein–ligand
interactions is called affinity NMR spectroscopy[62] and an ex-
ample is given by Derrick et al.[52, 63]

Diffusion-ordered spectroscopy (DOSY)

One of the most important applications of pulsed-field gradi-
ent diffusion NMR spectroscopy is diffusion-ordered spectros-
copy (DOSY). The DOSY technique separates signals within a
compound mixture according to their translational diffusion
coefficients. Thus, it is possible to analyze mixtures without a
prior physical separation, for example, by chromatography. The
principle idea of DOSY is analogous to conventional multi-
dimensional NMR spectroscopy: Diffusion spectra can be ob-
tained by incrementing the “gradient effect” reflected in the
value of q= f(g)Gd. These data sets can be represented by a
weighted sum of Stejskal–Tanner factors,[24] where N is the
number of compounds within the mixture, Ai(n) is the initial
spectrum of the ith compound without applied gradients, and
Di is its diffusion coefficient [Eq. (10)] .

f ðq,vÞ ¼
XN
i¼1

AiðnÞ � exp f�Di � q2 � ðD�d=3Þg ð10Þ

Approximate inverse Laplace transforms (ILTs) of the signal
amplitude with respect to q2 yield the second dimension of a
spectrum that correlates the chemical shift with its diffusion
coefficient, a so-called DOSY spectrum.[55,64] However, unlike
the Fourier transformation of an FID, which yields a unique
NMR spectrum, the inverse Laplace transformation (ILT) of the
decay function is often not unique and a number of reasona-
ble assumptions have to be made. Different software packages
dealing with this problem have been described in the liter-
ature, such as DISCRETE,[65,66] SPLMOD,[67] CONTIN[68] and

MaxEnt,[69] and a review of available software has been given
by Johnson.[55] The third or second axis in a DOSY spectrum is
not a chemical shift but a diffusion dimension (Figure 10).[70]

Any 2D NMR experiment can be used in this combination and
Figure 11 illustrates a 3D COSY-DOSY sequence.[71] Other com-
binations such as HMQC-[72] or HSQC-DOSY,[73] TOCSY-DOSY,[74]

and NOESY-DOSY[75] have been reported in the literature.

Hydrodynamic calculations

Translational diffusion is one of the most important modes of
molecular transport. Brownian motion in the absence of an ap-
plied force is the origin of self-diffusion; in this case, no exter-
nal force acts on the molecular particles and, consequently, no
net displacement is observed. However, external fields can be
applied to force additional translational motion. These fields in-
clude gravity or angular acceleration in sedimentation or ultra-
centrifugation experiments and electric fields in electrophore-
sis.[76–78] With the assumption that all solute molecules are
moving with the same average velocity <v> , the flux J across
a surface element will be J=c<v> , where c is the concentra-
tion. A molecule moving in this way will feel a total frictional
force given by <v> f, where f is the translational friction,

Figure 10. 13C-INEPT DOSY plot for a mixture containing glucose, sucrose,
and sodium dodecylsulfate (SDS) in D2O. Each dotted line represents the
average diffusion coefficient of the individual component. On top of the 2D
display the 1D 13C-INEPT spectrum is shown.[70]

Figure 11. Pulse sequence for the 3D DOSY-COSY experiment. The phase
cycling is given in ref. [71] .
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which must be opposed by an equal force if there is no net ac-
celeration. As known from Fick’s first law of diffusion, concen-
tration gradients produce a diffusion force that leads to molec-
ular transport of the solute. Thus, in the case of free diffusion,
where no external forces are applied, the diffusion force and
the frictional force can be set as equal. In doing so, one arrives
at the so-called Einstein–Sutherland equation [Eq. (11)] .

D ¼ �
�
kT
f

�
�
�

1þ @ðln g2Þ
@ðln c2Þ

�
ð11Þ

In an infinite dilution, the activity coefficient g2 of the solute
molecules becomes 1.0; therefore, the differential @(lng2)/@-
(lnc2)=0 and the diffusion constant D0 at infinite dilution is de-
fined by Equation (12).

D0 ¼ �ðkT=f Þ ð12Þ

Thus, the diffusion constant of a molecule will be a function of
the temperature and it will also depend on the solvent viscosi-
ty, as the translational friction f is proportional to the radius of
the diffusing particle r and to the solvent viscosity h, which is
itself a function of temperature. For molecular species of differ-
ent geometries, different approaches are needed to describe
the hydrodynamic frictional coefficient, f. If a spherical (sph)
particle interacts strongly with the fluid molecules, resulting in
strong frictional forces, one obtains the so-called Stokes law
under sticky boundary conditions [Eq. (13)] .

f sph,sticky ¼ 6p � h � r ð13Þ

Most macromolecules of biological interest are not spheres
but appear to be compact, globular or irregular rigid bodies,
and therefore an ellipsoid (eli) is a more realistic model. For
equal volumes, the surface area of an ellipsoid is larger than
that of a sphere, so it follows that ellipsoids will have larger
frictional coefficients than the equivalent spheres. The depend-
ence of the frictional coefficient of an ellipsoid on the axial
ratio pr=a/b, where a and b are the long and short semiaxes,
respectively, can be calculated for sticky boundary conditions.
For a prolate ellipsoid this yields Equation (14).

F ¼ f eli

f sph
¼

ffiffiffiffiffiffiffiffiffiffiffi
1�p2

p

3
ffiffiffiffiffi
p2

p
� ln f½1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�p2�=pg

p ð14Þ

p ¼ b=a ¼ 1=pr

The translational frictional coefficient ratio F is often called a
shape factor or Perrin factor. With increasing axial ratio, this
factor increases gradually. Equation (14) indicates that a mea-
sured self-diffusion coefficient of a given molecular species
under controlled conditions, for example, free isotropic diffu-
sion, in principle, provides information on the effective size or
weight of a diffusing species; even though a single value of F
is consistent with many possible shapes, it is sensitive to struc-
tural properties.

Unfortunately, real solutions do not show such a simple be-
havior, as proteins interact with a substantial number of water

molecules. The term hydration refers to effects ranging from
specific entrapment of structural water molecules in internal
cavities, for example, as observed in crystal structures, to the
generic perturbation of the water layer covering the external
protein surface. Protein–water interactions play an essential
role for the folding, stability, and function of proteins. Since
the primary events of biological processes, such as enzymatic
catalysis, association, and recognition, take place at the pro-
tein–water interface, the dynamics of the hydration layer is of
special interest. Much of the experimental information about
protein hydration dynamics has come from NMR relaxation
experiments[79,80] and protein–water intermolecular NOEs.[81,82]

This inner hydration sphere interacts and will move with the
protein; it will therefore contribute to the protein’s apparent
size and also alter its hydrodynamic properties. Different
classes and spheres of bound water are merged together into
a net weight of bound water per weight of macromolecule, if
it is assumed that water occupies all internal spaces and
covers the surface of the macromolecule. The hydrated radius
of an equivalent sphere, rh, can then be calculated from the hy-
drated volume, Vh, by use of Equation (15), where V2 and V1 are
the partial specific volumes of the macromolecule and the
solute, respectively, and d1 is the hydration given in grams of
bound water per gram of macromolecule.[78]

Vh ¼ ðM=NAÞð�V2þd1
�V1Þ ð15Þ

Therefore, if the shape is already known independently, for ex-
ample, from electron microscopy or X-ray crystallography, then
measured frictional coefficients can either yield the molecular
weight and consequently the molecule’s possible aggregation
state or yield the hydration, if the other quantity is available
independently or can be estimated in terms of a model.

The hydrodynamic behavior of macromolecules in solution
can be calculated and simulated by starting from the atom co-
ordinates of a given molecule. The macromolecular properties
that can be obtained from hydrodynamic calculations are
translational diffusion coefficients, Dt, rotational diffusion coef-
ficients, Dr, relaxation times, t, the intrinsic viscosity, h, and the
radius of gyration, Rg. From one or more properties it is possi-
ble to determine the size and shape of possible protein aggre-
gations, their anisometry (axial ratio), and the degree of hydra-
tion. The problem of predicting the hydrodynamic properties
of rigid macromolecules of arbitrarily complex shape was first
studied by Bloomfield et al.[83,84] They used simple models of
identical elements[85] and devised procedures for calculating
the properties for models composed of equal or unequal
spherical elements, the so-called beads. There are different
strategies for building the hydrodynamic bead model; a review
of these different modeling approaches and their advantages
and disadvantages is given by GarcSa de la Torre et al.[86] In
general, a bead model is any representation of a particle as an
array of spherical frictional elements. Individual Stokes law fric-
tion coefficients are assigned for each element, and the hydro-
dynamic interaction between them is taken into account. For a
particle of arbitrary shape, the hydrodynamic resistance is ex-
pressed by means of a 6T6 friction tensor, X, and the Browni-
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an diffusion is expressed similarly by a 6T6 diffusion matrix, D.
The friction forces must be compensated for by the averaged
kinetic energy of the particle, and thus, according to the Ein-
stein equation, the diffusion tensor is inversely proportional to
the friction tensor [Eq. (16)] .[87]

D ¼ kT=X ð16Þ

The theory of hydrodynamic properties of bead models pro-
vides a procedure for the calculation of the components of X.
A key concept in bead model hydrodynamics is the hydrody-
namic interaction effect. The frictional force experienced by a
bead depends not only on its relative velocity and its friction
coefficient but also on the frictional forces that act on all the
other beads. This is accounted for by 3T3 hydrodynamic inter-
action tensors, Tij(i,j=1,…, N), between beads i and j, where N
represents the number of beads used in the model.[88]

Oligomerization and Hydrodynamic Properties
of Peptides and Proteins

Application to lipophilic interactions: Antiparallel
dimerization of a helical peptide

It is well documented that peptides rich in Ca-methylated a-
amino acids such as a-aminoisobutyric acid (Aib) or isovaline
(Iva) have a tendency to adopt either the 310- or the a-helical
conformation in the crystalline state, as well as in structure-
supporting solvents.[89–92] Investigations on the 310/a-helical
equilibrium in chloroform solution of the lipophilic heptapep-
tide mBrBz-Iva1-Val2-Iva3-(aMe)Val4-(aMe)Phe5-(aMe)Val6-Iva7-
NHMe (mBrBz=meta-bromobenzoyl, (aMe)Val=Ca-methylva-
line, (aMe)Phe=Ca-methylphenylalanine), by NMR spectrosco-
py revealed a dimerization behavior of the peptide due to fa-
vorable van der Waals interactions, in the sense of shape com-
plementarity such as a bulge fitting into a groove.[93,94] In fact,
the NOESY spectrum showed a few intermolecular NOEs, espe-
cially from the amide proton of Val2 to the C-terminal blocking
group NHMe and from side chain to side chain, which could
indicate either an antiparallel side-by-side aggregation or a
head-to-tail aggregation, as described in the crystal structure
of Boc-Val-Ala-Leu-Aib-Val-Ala-Leu-(Val-Ala-Leu-Aib)2-OMe
(Boc= tert-butyloxycarbonyl).[95] This aggregation phenomenon
was studied further by temperature-dependent diffusion meas-
urements on the heptapeptide. Temperature-dependent spin-
echo diffusion measurements were performed with 6 steps in
the range of 273–300 K by using the double stimulated-echo
experiment (Figure 8), which yields a suppression of convec-
tion artifacts (Figure 12). The diffusion coefficients were calcu-
lated by applying a nonlinear least squares regression to the
signal decay according to the Stejskal–Tanner factor [Eq. (6)] .
The calculated self-diffusion coefficient of CHCl3 was used as
an internal standard. In order to estimate the hydrodynamic
radius of the heptapeptide in a saturated CHCl3 solution, the
Stokes–Einstein equations [Eqs. (12) and (13)] were used by
taking into account the temperature dependence of the dy-
namic viscosity of CHCl3 and a friction factor for the helical

shape of f/f0=1.04. With the assumption of a helical geometry
for the heptapeptide, as indicated by the NOESY spectrum, the
hydrodynamic diameter of the monomeric helix is 15.5 V. For
an antiparallel side-by-side aggregation, the hydrodynamic di-
ameter should increase to about 1.5 times that of the mono-
meric helix. Therefore, the evaluated hydrodynamic ratios be-
tween 2.3	0.1 at 273 K and 1.8	0.1 at 300 K clearly indicate
at least a dimerization. The calculated dimer structure is shown
in Figure 13 as a space-filling Connolly surface of each mono-
mer and is held together by favorable lipophilic interactions.
Karle has shown by X-ray diffraction structures of helical pep-
tides that the dominating factor of packing motifs in apolar
helices is not their dipolar nature but rather a shape selec-
tion,[95] such as a bulge fitting into a groove. Thus, shape com-
plementarity is essential for molecular recognition of the
apolar helices. The studied heptapeptide can be considered as
a model for two relevant aspects of transmembrane protein
folding. According to the two-stage model[96] or the diffusion
collision model,[97] there is first a build-up of stable local struc-
tural elements, for example, helical geometry, which is respon-
sible for the formation of a specific molecular shape; secondly,
this shape is recognized as attractive by other surrounding
structures, thereby yielding a complex of higher order.

Electrostatic interactions: p53 DNA-binding domain (DBD)
dimerization behavior

The p53 protein is a transcription factor regulating many cellu-
lar processes, including the cell cycle, DNA repair, programmed

Figure 12. Temperature-dependent signal decay of the heptapeptide mBrBz-
Iva1-Val2-Iva3-(aMe)Val4-(aMe)Phe5-(aMe)Val6-Iva7-NHMe observed by
using a pulsed-field gradient echo diffusion experiment with suppression
of convection artifacts. T=273 K, diffusion constant D=2.11T10�10

	8.3T10�12 m2 s�1, T=280 K, D=2.53T10�10	5.6T10�12 m2 s�1, T=285 K,
D= 2.78T10�10	3.5T10�12 m2 s�1, T=290 K, D=3.17T10�10

	8.1T10�12 m2 s�1, T=295 K, D=2.56T10�10	1.4T10�12 m2 s�1, T=300 K,
D=3.93T10�10	1.5T10�12 m2 s�1. Reprinted with permission from ref. [93] .
Copyright (2001) American Chemical Society.
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cell death, angiogenesis, and senescence, and it thus acts as a
major tumor suppressor.[98–102] The induction of apoptosis by
transcriptional activation of proapoptotic target genes in re-
sponse to cellular stress or DNA damage is the most conserved
function of p53, which prevents an accumulation of mutated
genome.[103] Therefore, DNA binding is crucial for its tumor
suppression function and this is a highly cooperative process
in solution.[104–109] This cooperativity in DNA binding, even in
the absence of the tetrameriza-
tion domain, implies the exis-
tence of core–core interactions.
At present no structural infor-
mation is known about full-
length p53 and its tetrameric
organization bound to DNA, yet
several reports discuss inter-
domain contacts in p53[109–114]

based on modeling of the indi-
vidual structures of the p53
DBD[111,114] and the tetrameriza-
tion domain.[115–117] NMR chemi-
cal shift perturbation experi-
ments of 15N-labeled p53 DBD
and consensus oligonucleotide
suggest an essential role of the
short H1 helix (Pro177–Cys182)
for intermolecular p53 DBD di-
merization.[106,118] A mutational
study of solvent-exposed resi-
dues within the H1 helix dimeri-
zation interface of the p53 DBD
indicated the existence of two

intermolecular Glu180–Arg181 salt bridges. This was examined
by pulsed-field gradient diffusion NMR spectroscopy, as well as
other techniques such as electrophoretic mobility shift assays
and fluorescence anisotropy measurements. The following di-
merization mutations were introduced by site-directed muta-
genesis: H178A, R181A, C182A, E180R, and R181E. One double-
site mutation, E180R/R181E, was also introduced. All of these
mutations are located within the H1 helix region. As solvent-
exposed residues and their side chains do not have an impact
on the structural integrity of the p53 DBD, all H1 helix dimeri-
zation mutants should be natively folded, which was investi-
gated by NMR spectroscopy. Figure 14 shows an overlay of the
15N-HSQC spectra of all six mutants and wild-type p53 DBD,
thereby proving that all the dimerization mutants are indeed
natively folded. Addition of consensus oligonucleotide to wild-
type p53 DBD causes a reduction of 27.1% in the diffusion co-
efficient of p53 DBD (Figure 15) as measured by pulsed-field
gradient NMR spectroscopy. This is due to cooperative binding
of two p53 DBDs to one decameric half-site consensus oligo-
nucleotide. The measured value is in good agreement with hy-
drodynamic calculations performed by using the shell model
of HYDRONMR[119] and a dimeric p53 DBD–DNA model com-
plex as described by Klein et al. ,[106] which results in a theoreti-
cal reduction of the diffusion coefficient of about 33%. The
monomeric p53 DBD–DNA complex (PDB code: 1TSR; chain B
including the DNA) was also used for hydrodynamic calcula-
tions yielding a reduction compared to free p53 DBD of only
18% upon DNA binding. Thus, these two theoretical values
represent the range expected for an equilibrium of monomeric
and fully cooperative DNA binding. Deviations from the values
of the two borderline cases reflect an averaging of higher and
lower oligomeric states. Figure 15 illustrates the reduction of
the diffusion coefficient upon addition of 0.6 equivalents of

Figure 13. Dimeric structure of the heptapeptide mBrBz-Iva1-Val2-Iva3-
(aMe)Val4-(aMe)Phe5-(aMe)Val6-Iva7-NHMe showing the antiparallel side-
by-side aggregation in the sense of a bulge fitting into a groove, depicted
with a van der Waals surface. Reprinted with permission from ref. [93] Copy-
right (2001) American Chemical Society.

Figure 14. Superposition of the 15N-HSQC spectra of p53 DBD wild-type (grey) and six mutated p53 DBDs. The
enlarged section shows residue Arg181 within the H1 helix. Adapted from ref. [135].
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CON2x5 half-site oligonucleotide to achieve a stoichiometric
1:2 DNA/p53 DBD ratio of wild-type DBDs of p53 and p63 and
the various p53 DBD dimerization mutants. As already indicat-
ed by 15N-HSQC titration, all mutants bind to DNA to result in
a reduction of the diffusion coefficient of at least 13%. It can
be concluded that p53 DBD wild-type and the double-site mu-
tation E180R/R181E have a similar tendency to bind DNA co-
operatively, whereas this tendency is less pronounced for the
single-site mutations H178A, R181A, C182A and E180R, and
R181E. These results were corroborated by electrophoretic mo-
bility shift assays and fluorescence anisotropy measurements.
Taken together, all these results support the idea that the pro-
posed additional dimerization interface of p53 DBD in stabiliz-
ing a cooperative and selective binding to DNA consists
mainly of two intermolecular Glu180–Arg181 salt bridges from
each monomer to the other (Figure 16). These salt bridges are
in agreement with a C2 symmetric complex as proposed by
Klein, Lebrun, and their respective co-workers[106, 112] and they
rationalize the different DNA-binding behaviors of p53 DBD
and p63 DBD.

PFG NMR spectroscopy reveals a natively unfolded N-
terminal domain of p53

To gain further insight into the conformation of the N-terminal
domain of p53 (Np53; residues 1–93), we analyzed its structure
at pH 7.5 and 298 K by NMR spectroscopy. As shown in
Figure 17, only a small proton resonance dispersion in the
spectral range of d=7.5–8.7 ppm is observed in the 15N-HSQC
spectrum, which is characteristic for a highly unfolded protein.
In addition, the seven NH2 side-chain signals of the asparagine
and glutamine residues accumulate in their characteristic
random-coil region of d=7.59/6.88 ppm. The same characteris-

tic was observed for the side-chain signals of the three trypto-
phans of Np53, which appear at d=10.2 ppm. Taken together,
the spectrum shows on the amino acid level that residues 1–
93 of p53 are mostly unstructured.

Figure 15. Reduction of the diffusion coefficients of p53 DBD, p63 DBD, and
the p53 DBD dimerization mutants upon complexation with consensus DNA,
as measured by pulsed-field gradient NMR spectroscopy. Hydrodynamic sim-
ulations with a cooperative p53 DBD–DNA model predict a theoretical re-
duction of 33%, while a single-site binding of DNA should result in 18% re-
duction. Adapted from ref. [135].

Figure 16. C2 symmetric complex modeled on the identified dimerization in-
terface of p53 DBD upon cooperative DNA binding. The dimerization inter-
face is stabilized by a double intermolecular salt bridge between the Glu180
and Arg181 residues. Adapted from ref. [135].

Figure 17. 15N-HSQC spectrum of 15N-labeled Np53. The 15N-HSQC spectrum
of the N-terminal domain of human p53 (1.2 mm) was determined at 298 K
and pH 7.5 in 90% H2O/10% D2O at 750 MHz. Adapted from ref. [123].
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In order to corroborate the hydrodynamic properties of the
N-terminal domain of p53, pulsed-field gradient diffusion
measurements were performed and the data were compared
to theoretical hydrodynamic calculations performed by using
the bead model of HYDRONMR[120] and a regularized random-
coil structure, which was generated by XPLOR.[121] The diffusion
coefficient of Np53 was calculated from the decay of 23 nonex-
changeable signals, which were averaged and fitted by using
the equation of Stejskal and Tanner.[24] The experimental diffu-
sion coefficient was 6.5T10�11	0.05T10�11 m2 s�1. This value is
in good agreement with the one calculated by using HY-
DRONMR, namely Dthr=7.43T10�11 m2 s�1 (Figure 18). The diffu-

sion coefficient is about two times smaller than for a globular
folded protein of the same size. This is due to an increased hy-
drodynamic radius, corresponding to a globular protein of
about 20 kDa. Thus, the hydrodynamic calculation together
with the NMR diffusion experiments support the idea of an un-
folded state of Np53 under physiological conditions.

The N-terminal domain of p53 seems to play an essential
role in the regulation of the p53 network. However, the struc-
ture and precise function of this domain are still not known.
The suggestion that segments of the N-terminal part of p53
could be unfolded in the native state has important implica-
tions for the functional mechanism of p53.[122]

15N-HSQC NMR spectra as well as far-UV CD spectroscopy
demonstrate that Np53 lacks extensive contributions of or-
dered secondary structure.[123] Near-UV CD and fluorescence
emission spectra of Np53 confirm a high main-chain flexibility
in the domain and a complete absence of tertiary structure.[123]

The hydrodynamic dimensions of Np53 are typical for a protein
of low compactness and an extended conformation under
physiological conditions. In addition, the diffusion coefficient
obtained by PFG NMR spectroscopy is about two times smaller
than the one expected for a globular folded protein of the
same size. Both characteristics are in line with the concept of
an unfolded conformation of the N-terminal part of p53 under
physiological conditions.

Summary

Pulsed-field gradient NMR spectroscopy is a well-established
method for the determination of translational diffusion coeffi-
cients. Besides the concept of diffusion-ordered spectroscopy
(DOSY),[55] which generates a new “diffusion dimension” in the
spectra, there are several more applications in the field of bio-
molecular NMR spectroscopy. Diffusion-based NMR methodolo-
gies have been reported for the observation of ligand–receptor
interactions,[124,125] the determination of association con-
stants,[126] or the screening of compound mixtures to detect
binding ligands.[127] Furthermore, solvation phenomena[128] as
well as membrane association can be studied.[129] Studies of
the molecular aggregation and hydrodynamic properties of
various proteins and peptides[93,130] demonstrated that mono-
mer–dimer equilibria can be determined by pulsed-field gradi-
ent NMR methods. Moreover, it is possible to observe the fold-
ing of proteins[131,132] and to determine chemical exchange
rates by diffusion NMR spectroscopy.[61,133,134] Therefore, pulsed-
field gradient diffusion measurements are of considerable
value in conformational and hydrodynamic studies of mole-
cules, and “diffusion” can be rightfully added to the more con-
ventional NMR parameters, such as chemical shifts, NOEs, and
scalar or dipolar couplings.
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